Using The FastCheck™ Monitoring Utility

You can monitor the operating status of all arrays and drives configured on the RAID IDE using the supplied FastCheck monitoring utility for Windows-based operating systems. FastCheck generates visual and audible messages alerting you of possible problems with the disk array or controller. 

FastCheck visually identifies the physical location of attached drives on the RAID by IDE channel (IDE3 or IDE4). It also displays which drives are included as part of individual arrays. Administrators can customize FastCheck to maintain operating logs and event notification, set Password access to the utility, and schedule maintenance on Mirrored (RAID 1) or a Striped (RAID 0) arrays. 

xe "Arrays:Monitoring"

xe "FastCheck:Installation"Installing FastChecktc "Installation"
1. From the Start Button on the Windows Taskbar, choose Run.
2. Insert CD Driver Disk. 
3. In the Run dialog box, type in “D:\PROMISE\20265\RAID-UTILITY\SETUP” and click OK.

4. Follow the directions from the setup program. 

5. During installation, click YES when prompted to run the utility on every startup. If NO is selected, FastCheck will not initialize during startup. You may manually execute the utility via the Start button.

NOTE: We recommend to have FastCheck load during Startup. This insures you that it will be ready to post alerts on errors. 

xe "FastCheck:Running utility"Running FastChecktc "Running FastCheck"
As described in the Installation section, the default option for FastCheck is to load during startup of Win95/98/ME/NT/2000. It appears minimized on the taskbar under Win 95/98/ME/NT4.0/2000/Millennium (see below). 
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To start FastCheck, double-click on the FastCheck icon on the taskbar (above) or you may also use the Taskbar Start/Promise/FastTrak/FastCheck menus shown below.
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Closing FastCheck

Once FastCheck is opened (either automatically on startup or manually), the monitoring utility remains running in the background even if the user “closes” the FastCheck window. 

To completely shut down FastCheck, perform the following steps.

1. Right-click the FastCheck icon on the Taskbar.

2. Select Exit from the pop-up window.

3. FastCheck will no longer be running and will no longer be monitoring the array.

Using FastCheck Array Windowtc "FastCheck Monitoring Utility Main Screen"
Once FastCheck is selected, the FastCheck Monitoring Utility window will appear. The main pane has three information window tabs: Array, Controller, and Options. The user can switch screens by clicking on the tab. The Array Window is the active screen by default as shown below:

[image: image3.png]Array I Contraller I Options I e

RAID Mode : MIERORING

E== Maxtor 6700048
Mapping 851 Cyls
E== Maxtor 6700048 255 Heads
163 Sectors

Size :6.518GB

Status : Functional

Right mouse-click array to run synchronize or rebuild





The Array Window (see above) displays information about the arrays configured on your RAID IDE through the FastBuild BIOS. From this window, you can also perform data Synchronization of mirrored arrays, or Rebuild data from one drive to a replacement drive within a mirrored array. 

While the Array Window does not allow you to change the array configurations directly, it clearly identifies which drives are associated with each array shown in the left pane. 

Viewing Array Information

By left-clicking on the Array #, the right pane shows the following information categories for that array:

RAID mode:  (Striping, Mirroring)

xe "Arrays:Functional"

xe "Arrays:Critical"

xe "Arrays:Offline"Mapping: (similar to physical drive specifications) describing # of cylinders, heads, and sectors of the array’s “virtual” drive as seen by the system

Size: Storage capacity of the array

Status: (Functional, Critical, Offline) 

Functional: Means the array is providing full functionality

Critical: Used only in reference to a Mirroring array (RAID 1). A problem has been detected in one of the drives of the array and the drive has been taken “offline.” However, a “critical” array will continue to save and retrieve data from the remaining working drive(s). We recommend replacing the failed drive as soon as possible since a “Critical” array offers no data redundancy.

Offline: This would appear most commonly within a RAID 0 array. The “Offline” results from a drive having failed which has taken the entire array “offline.” In this case, you have likely lost data. Fix/replace the drive that has failed, then restore data from a backup source.

xe "Arrays:Drive status"

xe "FastCheck:Arrayed drives"

xe "Drives:Okay"

xe "Drives:Bad"

xe "Drives:Offline"

xe "Drives:Rebuilding"Viewing Arrayed Drive Information

By left-clicking on a drive member of an array in the left pane, the right pane shows the following information categories for that drive:
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Status (also shown under the Array Window) can be Functional, Critical, or Offline. The meanings are shown below.

Functional: Means the drive is working normally 

Critical: A problem has been detected in the drive and the drive taken offline as part of a mirroring array. Mirrored arrays will continue to function without the drive. Fix/replace the drive that has failed, then restore data from a backup source.

Offline: Drives that are NOT identified as “bad” may be taken offline if part of a Striping array containing a “bad” drive. These drives do NOT need to be replaced, however.

S.M.A.R.T. Status: Indicates whether attached hard drive implements Self-Monitoring Analysis & Reporting Technology to predict drive failure

xe "Drives:Capacity"

xe "Drives:Physical location"

xe "Drives:Mapping"

xe "Drives:Timing"

xe "Arrays:Synchronization"

xe "Arrays:Rebuilding"Size: Indicates capacity of individual drive

Location: Shows physical location of drive. Indicates on which IDE channel (Channel 1 stands for IDE3 and Channel 2 stands for IDE4), and whether drive is Master or Slave on cable. This allows user to identify drives for removal/replacement.

Mapping: Indicates physical parameters of drive (cylinders, heads, sectors)

Timing: Shows selection of drive timing (directly related to burst speed) based on type of drive and cable used. 

Using Array Pull-down Menu
At the bottom of the Array window, it indicates to right-click on an Array to perform synchronization or rebuild operations. Right-clicking displays the following pull-down menu:
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From this menu, users may choose to have the Window Always Appear on Top of applications, Minimize, Synchronize mirrored drives, Rebuild a mirrored array, use About to check FastCheck version #, or Exit the onscreen window.

Synchronizing An Arraytc "Array Synchronization"
Synchronization is a periodic maintenance procedure for Mirroring (Rxe "Arrays:Synchronization"

xe "FastCheck:Array Synchronization"AID 1) arrays to maintain data consistency on all mirrored drives. In operation, array synchronization compares data on the mirrored drives for any differences.  If there are differences detected, data from the primary drive(s) is automatically copied to the secondary drive(s). This assures that all mirrored drives will contain the exact information. 

NOTE: You may instead choose to schedule array synchronization automatically under the Options Tab view versus manually initiating synchronization.

1. To synchronize, choose the Array Tab View (see figure on previous page). 

2. Right-click on the array you wish to synchronize and choose “Synchronize” from the context menu. 

3. Click “Yes” to initiate Synchronization (see below) when the Confirmation window appears. To cancel this option, click the No button.
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WARNING: Once initiated, synchronization can NOT be halted in order to prevent data errors.

4. Once Synchronization is confirmed, the following information screen appears. Click OK button or close the window to proceed.
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NOTE: During Array Synchronization, users may continue to access the working array and perform normal PC functions. However, system performance will be slightly degraded and the process will take longer.

5. A progress bar will appear at the bottom of the FastCheck Monitoring window showing synchronization in progress and the percentage that has been completed.
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xe "Arrays:Rebuilding"

xe "FastCheck:Array Rebuilding"Rebuilding An Arraytc "Array Rebuild"
This command effectively copies or overwrites data from an existing data drive in the array on to a blank drive. The operation will be typically used when a failed drive has been replaced with a new drive as part of a mirrored array. 

1. To perform a Rebuild, choose the Array Tab View.

2. Right click the array number and choose Rebuild from the context menu. 

3. Once Rebuild is selected, you will be asked to “Initialize Rebuild process on Array #” by clicking OK. 

Using Rebuild Wizard

1. Initiating rebuild array will open the Rebuild Wizard Step 1 screen shown below.  

2. Select the Target drive which will receive data. Make sure you select the blank new or replacement drive. The unselected drive will contain “good” data. It will be the remaining working drive of an array, or a system drive containing existing data that you wish to mirror.
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[image: image25.wmf]WARNING: Make absolutely sure and double-check which drive is which. If data exists on the target drive, it will be over-written.

3. Click the Next button to proceed to Rebuild Wizard Step 2 (see next page) or Cancel button to stop.
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4. Rebuild Wizard Step 2 confirms the Target or “Rebuild” disk by Array # and drive ID. 

5. Click Finish button to initiate physical Rebuild, Back button to review Step 2, or Cancel button to Stop.  A final confirmation window appears as below:
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6. Click “Yes” to initiate Rebuild. To cancel this option, click the No button.

[image: image26.wmf]WARNING: Once initiated, Array Rebuild can NOT be halted in order to  prevent data errors.

NOTE: During Array Rebuild, users may continue to access the array and perform normal PC functions however the array will NOT provide data redundancy until Rebuild is completed. If you choose to continue using the PC during rebuild, system performance will be slightly degraded and the process will take longer. 

6. Once Array Rebuild has begun, users are returned to the FastCheck Monitoring window. A progress bar showing the rebuild progress in percentage will appear at the bottom of the FastCheck Monitoring window.
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NOTE: When a “spare” unassigned drive is present on the RAID IDE, a rebuild will automatically be performed from the remaining working drive.

Using Controller Windowtc "Controller Window"
Clicking on the Controller tab, will reveal the Controller Window. This displays physical information about the location of RAID IDE, data channels on the card, and the attached drives.
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Viewing Controller Card Information

 By left-clicking on the FastTrak controller icon, the right pane shows the following information categories for that array:

IRQ: Identifies interrupt request assigned to PCI slot

Bus Master Base:  Shows base address in hex numbering for board’s bus master Input/Output function

ROM Base Address:  Shows base address in hex numbering for RAID IDE’s Flash ROM chip

Driver Version:  Identifies which version of the RAID IDE driver you have installed.

Hardware Type:  Identifies which RAID IDE is installed.

Viewing IDE Channel Information

Left-clicking on a given Channel icon or # in the left pane, will show the Base IO addresses of the channel in the right pane (used for troubleshooting).
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Viewing Drive Information 

Left-clicking on a given Drive icon or ID in the left pane, will show similar information categories as the Array Window Drive Information in the right pane.

[image: image15.png]&% FastCheck Moni ty [=] B3
Aray  Controller | options | ERONISE
=) I FastTrak 1
Statt
=] :'MD: Channel 1 latus Functional
SMART
Status : Functional
=== cnemel2 Size 652268
E53 Maxtor 8700048
Location Controller #1
Channel #1
Master
Mapping  :14475 Cyls
15 Heads
63 Sectors
Timing DMA mode 2
< | »
Click specific icon for resource infomation 7





Status (also shown under the Array Window) can be Functional, Critical, or Offline. The meanings are shown below.

Functional: Means the drive is working normally 

Critical: A problem has been detected in the drive and the drive taken offline as part of a mirroring array. Mirrored arrays will continue to function without the drive. Fix/replace the drive that has failed, then restore data from a backup source.

Offline: Drives that are NOT identified as “bad” may be taken offline if part of a Striping or Spanning array containing a “bad” drive. These drives do NOT need to be replaced, however. 

S.M.A.R.T. Status: Indicates whether attached hard drive implements Self-Monitoring Analysis & Reporting Technology to predict drive failure
Size: Indicates capacity of individual drive

Location: Shows physical location of drive. Indicates on which IDE channel (Channel 1 stands for IDE3 and Channel 2 stands for IDE4), and whether drive is Master or Slave on cable. This allows user to identify drives for removal/replacement.

Mapping: Indicates physical parameters of drive (cylinders, heads, sectors)

Timing: Shows selection of drive timing (directly related to burst speed) based on type of drive and cable used. 

Using Options Windowtc "Options Window"
xe "FastCheck:Options Window"

xe "FastCheck:Alarm Notification"

xe "Alarms:Setting"Clicking on the Options tab reveals the Options Window. Array administrators can customize the FastCheck Monitoring Utility in four major areas: Notification,  Array Synchronization Scheduling, setting Password, Desktop Appearance. Most options relate to Mirroring arrays (RAID 1).
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Selecting Notification Options

xe "FastCheck:Options Window"

xe "FastCheck:Alarm Notification"

xe "Alarms:Setting"This section of the Options windows allows users to select how they are notified of a system event. A System Event includes driver-initiated Rebuilds (automatic rebuild using a “hot” spare standby drive), user-initiated manual Rebuilds or manual Synchronization, and Error-Handling reporting for these processes.
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Enable audible prompt checkbox turns on/off an audible alarm of an event (typically a drive failure, or completion of rebuild or synchronization).

Popup message box checkbox turns on/off the appearance of an event message box that would typically indicates a drive failure, or completion of rebuild or synchronization.

xe "FastCheck:Log file usage"

xe "Log files:Enabling"

xe "Log files:Win NT"Use log file checkbox allows writing operating event logs of the array activity (alerts and status reports) to a given file name and directory. If a file name is used but the path left blank, the default directory is the same as the FastCheck Utility (typically C:\Program Files\Promise\FastTrak100). 

Use NT system event log checkbox is greyed out under Windows 95/98/2000/Millennium automatically. Under Windows NT4.0 and Windows 2000, it permits user to write array logging to NT’s own event log.

1.  To view FastCheck events under Windows NT, go to Start/Programs/Adminstrative Tools/Event Viewer. 

2.  In the Event Viewer, choose “Log” from the menu bar, then check “System.” Any events generated by FastCheck will appear under the Source column as “FastCheck.”

On Errors section offers four radio button choices for the user to select what procedure they would like to perform if an Error is detected during automatic/manual Rebuilds or manual Synchronization. There are three types of errors that RAID IDE detects -- a data mismatch between the primary and secondary drive, a physical media error on source or target drive, or a total disk failure. The options for handling Errors are as follows:

Abort: stops any Synchronization or Rebuild process if an error is encountered.


Fix: in most cases, RAID IDE automatically can correct errors. The method of correction varies depending on the type of error.


Ignore: RAID IDE will log the event error and continue the rebuild or synchronization process. Use this setting if you want to detect the presence of errors, but do not want to fix these errors at the time. The user may then decide what to do about the error(s) detected.
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WARNING: This may result in mismatched drives under RAID 1. 


Interactive: By checking this option, a selection window will appear each time an error is detected asking the user whether they want to Abort, Fix, or Ignore the error (see Troubleshooting section).

Dismiss Error Dialogs designates the length of time (in seconds) that a Message box or Error Dialog box appears on screen.

xe "Arrays:Synchronization:Scheduling"

xe "FastCheck:Scheduling Synchronization"Scheduling Array Synchronization

This section of the Options Window allows a user to schedule when and how often RAID IDE will perform synchronization maintenance of a mirrored array.
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Disable checkbox is checked (the default) to turn off automated scheduling of synchronization. When unchecked, the Scheduling section will be highlighted (see above).

On Errors section offers four radio button choices for the user to select what procedure they would like to perform if an Error is detected during a scheduled Synchronization. There are three types of errors that RAID IDE detects -- a data mismatch between the primary and secondary drive, a physical media error on source or target drive, or a total disk failure. The options for handling Errors are as follows:

Abort: stops the Synchronization process if an error is encountered.


Fix: in most cases, RAID IDE automatically can correct errors. The method of correction varies depending on the type of error (see Appendix under Error Correction Methodology).


Ignore: RAID IDE will log the event error and continue the synchronization process. (Warning: this may result in mismatched drives under RAID 1). Use this setting if you want to detect the presence of errors, but do not want to fix these errors at the time. The user may then decide what to do about the error(s) detected.


Interactive: By checking this option, a selection window will appear each time an error is detected asking the user whether they want to Abort, Fix, or Ignore the error (see Troubleshooting for more details).

Schedule event drop down box allows scheduling synchronization by minute, by hour, by day, by week, or by month. If enabled, the default is By Month. This allows synchronization to take place during an off-hour when the system is either not in use or not at peak demand.

Start time designates hr/min/ am/pm

On the designates day of week or by ordinal (1st, 2nd, 3rd....) selection.

Setting Rebuild Options
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Disable Hot Spare/Auto Rebuild checkbox turns off the use of a “hot” spare drive and automatic rebuilding of a mirrored array. The default is unchecked (or enable Hot Spare/Auto Rebuild).

Rebuild Rate assigns the amount of importance that RAID IDE gives to mirroring data from one drive to another in the background. A “high” setting assigns most of RAID IDE’s resources to the rebuild process at the expense of responding to ongoing read/write data requests by the operating system. A “low” setting gives priority to ongoing read/write data requests by the operating system at the expense of the rebuild process and will typically result in longer rebuild times. The setting shown above is the default.
Setting PCI Bus Utilization Option

NOTE: In most cases, a user does not need to change this setting since RAID IDE’s data handling rarely conflicts with another PCI device. However, certain brands of video capture cards can produce a “glitch” on play back of A/V files that may require adjusting the default setting devices (see Tips for Audio/Video Editing for more information).

This section of the Options Window allows a user to change how much time the RAID IDE holds on to the PCI bus to transfer data. 
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The default setting of  “High” on the slider bar means RAID IDE holds on to the PCI bus longer for data transfers to occur. A setting of “Less” reduces the time which RAID IDE occupies on the PCI bus and frees that time for use by other PCI devices.

Once a bus setting has been selected, click the Apply button on the Options window to implement changes immediately.
Setting Disk Parameters Option
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Enable Write Cache checkbox allows user to enable/disable write caching for hard drives that include this performance feature. FastCheck automatically recognizes such drives and enables the feature as the default setting. For drives that do not use write caching, this option is automatically greyed out.

Enable S.M.A.R.T. Check checkbox tells FastCheck to regularly monitor each drive to assure that drive failure prediction is functioning. The default is unchecked, meaning FastCheck will not monitor this function.

Setting Screen Preferences

This section controls how the FastCheck utility screen is displayed and sets the security password to protect the administrative settings.
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Start Minimized checkbox allows user to have FastCheck appear on the toolbar only on startup. Click on the icon to see the FastCheck utility screen.

Always on Top checkbox tells the Utility to appear above all programs until closed or minimized manually. 

Enable Password checkbox in the Preferences section turns on/off use of a Password every time the FastCheck Monitoring Utility icon is selected or the program is run from the Start menu. Disabling use of a current password requires password entry (see Creating Password on next page).

Creating Password

1. To create a password, check the Enable Password checkbox in the Preferences section. The “Set Password” window will appear.
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2. Type the password you want to use. Press the Tab key or click to retype the same password in the “Confirm New Password” section. Click the OK button.

NOTE: Remember to record the password you use in a secure place in case you forget it.

3. A confirmation screen will appear saying that “Password Checking is Enabled”. Click the OK button.

4. Once the password feature is enabled, the following menu will appear before the FastCheck window can be opened.is enabled, the following menu will appear on each use of FastCheck.
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Changing Password

1. Input the original password you first created to gain access to FastCheck.

2. Click on Options tab, then click on the Change button in the Password section. The Set Password screen will appear (see figure in step 3 above).

3. Type the password you want to use. Press the Tab key or click to retype the same password in the “Confirm New Password” section.

4. Click OK button.

Disabling Password

1. Input the original password you first created to gain access to FastCheck.

2. Click on Options tab

3. Uncheck the “Enable Password” checkbox.  Click Apply button on Options window

RAID DMI Service for Windows NT/2000

The DMI NT Service allows the RAID IDE to appear as an instrumented component under DMI (Desktop Management Interface). The DMI 2.0 Service Provider, Win32sl, must be installed in order for the RAID IDE DMI service to be installed. The ftdmisvc.mif provides the database (Management Information) for the CI (Component Instrumentation). For further information on DMI go to the DMTF (Desktop Management Task Force) web site at www.dmtf.org, or contact your computer vendor.

Enclosure Management Using Optional SuperSwapTM Drive Chassis

1. When used in conjunction with the Promise Technology SuperSwapTM hot-swap drive chassises, the FastCheck utility allows you to monitor voltage, SuperSwap fan and drive temperature status. To check the status of a SuperSwap enclosure, in FastCheck click on either the Array or Controller tab. You can then highlight a drive’s icon and information about its SuperSwap enclosure will be displayed. 
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